
MOOC Course- Regression Analysis and Forecasting - January 2017

Assignment 4

Note : Questions 1-8 are based on the output of a software in Figures 1 and 2 in fitting a multiple

linear regression model y = Xβ+ε, ε ∼ N(0, σ2I). The 5% level of significance is used in the results.

Figure 1: Software output for Questions 1 - 6 (Continued in Figure 2)



Figure 2: Software output for Questions 1 - 6 (Continued from Figure 1)

[1] Which of the following statements are correct?

Statement 1 : The model is approximately 87% good.

Statement 2 : The model is approximately 13% good.

Statement 3 : The model is approximately 79% good for prediction.

Statement 4 : The model is approximately 21% good for prediction.

A. Statements 1 and 3 are correct.

B. Statements 2 and 4 are correct.

C. Statements 1 and 4 are correct.

D. Statements 2 and 3 are correct.
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[2] Which of the following statements are correct?

Statement 1 : The average value of study variable increases as the values of x1 and x2 increase.

Statement 2 : The average value of study variable increases as the values of x3 and x5 increase.

Statement 3 : The average value of study variable decreases as the values of x4 increase.

Statement 4 : When x1 = x2 = x3 = x4 = x5 = 0, then the average value of study variable is

325.4.

A. Statements 1, 2 and 4 are correct.

B. Statements 2, 3 and 4 are correct.

C. Statements 1, 2 and 3 are correct.

D. Statements 1, 2, 3 and 4 are correct.

[3] Which of the following explanatory variables are significant so that they are entering into the

model?

A. X2, X4 and X5.

B. X1, X2, X3 and X4.

C. X1, X3 and X4.

D. Only X4.

[4] The null hypothesis H0 : β1 = β2 = β3 = β4 = β5 = 0 is

A. accepted.

B. rejected.

C. Nothing is clear to decide about the acceptance or rejection of H0.

D. Data is inadequate to decide about the acceptance or rejection of H0.
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[5] Which of the following is the correct statement?

A. The first order positive autocorrelation is present in the data.

B. The first order negative autocorrelation is present in the data.

C. Nothing is clear to infer about the presence of first order autocorrelation in the data.

D. Data is inadequate to infer about the presence of first order autocorrelation in the data.

[6] Which of the observations are possibly the influential points?

A. Observation numbers : 2, 5, 6, 11, 13, 14, 15, 17, 25, 28

B. Observation numbers : 4, 9 and 21

C. Observation numbers : 1, 3, 7, 8, 10, 12, 16, 18, 19, 20, 22-29

D. None of the observations is influential.

[7] The HI values in Figure 2 are used to check the

A. presence of influential points in the data.

B. presence of leverage points in the data.

C. adequacy of number of explanatory variables.

D. constancy of variance of dependent variable.

[8] The within sample forecast for the average value of study variable for given x1 = 250, x2 =

700, x3 = 40, x4 = 15 and x5 = 10 is

A. 2646

B. 2320

C. 1958

D. 1631
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[9] What does the following Figure 3 indicates?

Figure 3: x and y axis represent fitted values ŷi’s and residuals respectively based on OLSE for Q. 9

A. Variance of ε is not constant.

B. Observations are autocorrelated.

C. Severe degree of multicollinearity.

D. Nonlinear relationship between study and explanatory variables.
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[10] The following normal probability plot in Figure 4 is indicating that the underlying distribution

from where the observations are generated is

Figure 4: Normal probability plot based on OLS estimation for Q. 10

A. positively skewed distribution.

B. heavy tailed distribution.

C. Normal distribution.

D. Binomial distribution.
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Solution to Assignment 4

Answer of Question 1 – A

Answer of Question 2 – D

Answer of Question 3 – C

Answer of Question 4 – B

Answer of Question 5 – A

Answer of Question 6 – B

Answer of Question 7 – B

Answer of Question 8 – C

Answer of Question 9 – A

Answer of Question 10 – C
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